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Abstract In the fault-diagnosis problem, we have a model of the
system, for instance, in the form of an (untimed or timed)
We study the monitoring and fault-diagnosis problems automaton. We also know that the system may produce
for dense-time real-time systems, where observers (monisomefaults However, these faults are not directipserv-
tors and diagnosers) have access to digital rather than ana- able, thus, their occurrence must be deduced from other
log clocks. Analog clocks are infinitely-precise, thus, not observations (this can be seen agrey-boxsetting). The
implementable. We show how, given a specification mod-objective of the observer, which in this case is calledi-a
eled as a timed automaton and a timed automaton modelagnosey is to detect whether a fault occurred or not, and
of the digital clock, a sound and optimal (i.e., as precise this as soon as possible after the fault happened. In this
as possible) digital-clock monitor can be synthesized. Wecase, before we attempt to synthesize a diagnoser, we must
also show how, given plant and digital clock modeled as first check existence of a diagnoser, caltidgnosability
timed automata, we can check existence of a digital-clockIndeed, a diagnoser may not exist in cases where the system
diagnoser and, if one exists, how to synthesize it. Finally, can produce two behaviors, one faulty and the other non-
we consider the problem of existence of digital-clock diag- faulty, which appear the same to an external observer.
nosers where the digital clock is unknown. We show that Monitoring and fault-diagnosis have been extensively
there are cases where a digital clock, no matter how pre- studied in “untimed” settings, for instance, where speaific
cise, does not exist, even though the system is diagnosablgons and plants are given as finite automata. Then, synthe-
with analog clocks. Finally, we provide a sufficient condi- sizing a monitor simply means determiniziag (possibly
tion for digital-clock diagnosability. after “hiding” unobservablesvents). Fault-diagnosis has
been first introduced in [10], where it was shown how to
check diagnosability and, in the case it holds, synthesize a
1 Introduction diagnoser. o
More recently, these problems have also been studied in
areal-timesetting, where specifications and plants are given

Monitoring and Fault-Diagnosis. In this paper we study astimed automatd2]. In particular, the monitoring prob-

the problems ofmonitoringandfault diagnosisin the con- lem has been studied, as a special case otonéormance

text of real_—time systems. In b_oth prob!ems the objective is testing problenin [8, 9]. The fault-diagnosis problem has
to synthesize aobserver that is, a device that observes a been studied in [11, 5]

certain system (golant) and infers some information about
this system. Implementability & Digital Clocks. Most of the above

In the monitoring problem, we want to know whether works, however, consideanalog-clockobservers, that is,
the system satisfies a givepecification Here, the system  Observers that are capable of observing time as precisely
is black-box that is, we have no information about how the as necessary. For instance, such observers can distinguish
system behaves. Therefore, we cannot check that all bePetween an event occurring at time= 1 or at timet >
haviors of the system satisfy the specification. Rather, we 1. Analog-clock observers are niotplementablesince the
can observe the system during its execution and attempt tc@Pove distinction cannot be made by any real clock. Indeed,
check whether the observed behavior satisfies the specifif€@l clocks aredigital: they are counters that are updated
cation. This is the objective of the observer, which in this Py some physical process. These counter can be consulted

case is called eonitor. Our goal is to synthesize a monitor (-, read) by the monitor. It is also possible to configure
automatically from the specification. the clock so as to send an event (e.g.,jrgerrupt) to the

program at every “tick”.
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plant clock diagnoser does not imply existence of a digital-clock
diagnoser, and this fanydigital-clock, no matter how pre-

b)) cise it is. We also provide a sufficient (but not necessary)
condition for existence of a digital-clock diagnoser.

monitor or diagnoser

Related Work. The distinction between analog and digital
clocks has been made in [6] and subsequent workign
itization of timed automata. Digitization studies how the
digital clock “sampling” semantics of timed automata (that is, the se-
mantics where only particular time delays are allowed, e.qg.
multiples of;ll) are related to its dense-time semantics. Al-
Figure 1. Digital-clock observation architec- though related, this is not the same as our problem, where
ture. we study theobservational capabilitiesf digital-clocks.

Digital clocks have been used for monitoring and testing
inin [8, 3]. We borrow from these works the idea to model

v h to diaital clocks. Th hitect digital clocks as timed automata. Soundness and optimality
only have access 1o digital clocks. 1he architecture we Con'of monitors is not considered in these works, neither are the

sider IS shoxvn n .F|g”ure 1'. The opserver can be seen aSproblems of fault-diagnosis and synthesis of digital ckck
an untimed “machine” reacting to discrete events produced

. . Finally, digital clocks have been also used in [1] in the con-
gi);itgelzcriloirl:[ and the discrete evenick” produced by the text of timed automatanplementation

o S Fault diagnosis with digital clocks has recently been con-
In the monitoring problem, the specification is given as jgered independently in [7]. This work is restricted in-sev

a timed automatonl over some alphabet. The monitor  grg) ways compared to ours. First, it only considers digital

observes a subsét, C ¥. The digital clock is modeled  ¢jocks that “tick” every[A + 4] time units. In our frame-

as a timed automatod pc over the eventick. The objec- ok digital clocks are modeled as timed automata, which

tive is to synthesize a monitor which seundandoptimal can capture the above clocks and more (see Figure 2). Sec-

Soundness means intuitively that the monitor should not ré-ond, in [7] the non-faulty behavior of the plant is modeled

ject behaviors that are conforming to the specification. We a5 3 deterministic timed automaton, whereas we allow the

show that care must be taken when formally defining this pjant to be non-deterministic (we also allow unobservable

notion. events other than faults). Finally, the synthesis of a digit
Optimality means that the monitor is as precise as pos-clock (problem (3) above) is not considered in [7].

sible, that is, does not accept behaviors that are non-

conforming,except when it cannot do otherwiséndeed,

the digital-clock monitor cannot be “perfect” in the sense . . . L

that it accepts preciself(A) (the timed language ofl). d|agnosers_. In section 3, we study d'g'tal'CIQCk mo_nltgnn

This is because digital clocks are less precise than analog{s_eCtlon 4 is devoted to digital-clock fault-diagnosis. Sec

clocks. Thus, two distinct timed behavigpsand p’ may ion 5 concludes the paper.

appear the same to the monitor:pifis conforming and’

is non-conforming, a sound monitor has no choice but ac-2 Preliminaries

cepting both. On the other hand, the monitor should not be

trivial (i.e., accept everything). We define several nagioh 2.1 Clock constraints, timed words

optimality and show how to synthesize automatically opti-

tick

Outline of the paper. In section 2, we recall the basic def-
initions of timed words, timed automata and monitors and

mal monitors for each of these notions. LetN be the set of natural numbeBthe set of integers,
In the fault-diagnosis problem, the plant is given as a Q the set of rationals an# the set of non-negative reals.
timed automatort overX,U{r, f}. ¥, models the observ- Let X be a set of variables taking valuesli In the

able eventsy the unobservable events, afithe (unobserv-  context of timed automata, a variableXnis called a clock.
able) fault. We consider three problems: (1) given plant ~ An atomic clock constraint ovek is an expression of the
digital clock Ap¢ and time bound\, check whether there  form z#c, wherex € X, cis a rational constant ang <

is a diagnoser that can detect any fault withirtime units; {<,<,=,>,>}. A convex clock constraint oveK is a
(2) given A and Apc check whether there is a diagnoser conjunction of atomic clock constraints ov&r. A clock
for someA; (3) given A, check whether there is a diagnoser constraint overX is a boolean expression of atomic clock
for somedigital clock Ap and someA. We show how to constraints overX. A valuation overX is a functionv :
solve problems (1) and (2). Problem (3) is open. However, X — R, assigning to each clock a value. Giverc X,
we give an example that shows that existence of an analogw|r := 0] denotes the valuation’ such that for alz € r,



v'(z) = 0andforally € X —r, v'(y) = v(y). 0 denotes
the valuation assigning zero to each clock. A valuation
satisfies a clock constraigt writtenv = ¢, if substituting
v(z) for everyx appearing iry yields a valid constraint.
Let X be a finite alphabet. A timed word oveér is a
finite sequence of delays IR and letters in2: p € (X U

states ofd is Sy = {(qy,v) | ¢y € Q7}. Let.S4 denote the
set of all states ofl.

A discrete transition of4 is a triple (s, a, s"), where
s,s' € Sy anda € X, such thatis = (q,v), s = (¢,v)
andthereisanedge= (¢,¢',a,g,7) € E,suchthab = ¢
andv’ = v[r := 0]. If such a transition exists we write

R)*. Every such sequence can be putin a canonical formbys % s’. A time transition ofA is a triple (s, t, s’), where
summing up consecutive delays and adding initial and final s, s’ € S4 andt € R, such thats = (q,v), s’ = (q,v + 1)

zero delays if necessary:=tg-ay -ty -ag - to - ay - ty.

We will define a set of projection functions on timed
words. The first can be seen as a projection dRto
Time(p) denotes the total amount of time spent gn
that is, Time(p) = > ,_, ,tn. The second is the
untiming projection: Unt(p) € X* is the sequence of
letters a; ---a,. Conversely, given a sequence of let-
tersa; - --a,, Unt (a1 ---a,) is the set of timed words
tg.ay.ty. -+ .ay.t, with t; € R. Finally, givenY C %,
ITs/ (p) is the timed word oveE’ obtained frony by eras-
ing all events not inX. For example, if = {a,b},
Y ={a}andp=1-a-2-b-1-bthenlly (p) =1-a-3.
ProjectionsUnt andII can be naturally extended to sets of
timed words in the usual way.

Given two timed wordsp; € (X; UR)* andps €
(32 U R)*) the parallel compositionp; ||p2 is the set of
words p € (X1 U X3 UR)* sit. Iy, (p) p1 and
IIs,(p) = p2. For example2.a||3.b = {2.a.1.b} and
2.al|2.b = {2.a.b,2.b.a}. Given two sets of timed words
Ly C (¥, UR)*andLs C (X2 UR)*, theparallel compo-
sition of Ly ansz is L1HL2 = {lepQ |pi S Ll}

2.2 Timed automata

Let X be a finite alphabet. A timed automaton oveis
atupled = (2,Q,Q°% Q7, X, I, E), where:

e ()is afinite set of locationg)® C Q is the set of initial
locations and)’ C @ is the set of final locations.

e X is afinite set of clocks.

e [ is the invariant function, associating to each location
q € @ a clock constraint oveX. We assume that
0 € I(qo) forall go € Q°.

e F is a finite set of edges. Each edge is a tuple
(¢,¢',a,g9,7), whereq andq’ are the source and desti-
nation locationsg € ¥ is the label of the edge; is a
clock constraint oveX, called the guard of the edge,
andr C X is the set of clocks to reset to zero when
the edge is crossed.

A state of A is a pair(¢,v), whereq € @ andv is a
valuation overX such thatv = I(q). The set of initial
states ofd is Sy = {(¢0,0) | g0 € Q°}. The set of final

and forall0 <t <t, v+t € I(q). If such a transition

exists we writes - s'. Notice that for all states € Sa,
s 2o,

A run of A is a finite sequence of transitions:= sq o,

s B g B &g I s..1, wheren > 0. We say
that the run starts from statg and reaches statg, ;. If
sg € Sp then we say that the state. ; is a reachable state.
The set of all reachable statesfs denotedr 4.

Every run like the one above has a corresponding timed
word, namely,toaity - - ant,. We denote bytw(o) the
timed word corresponding to rua. If sq € Sy and
sn+1 € Sy then the run is accepting and the correspond-
ing timed word is accepted by. The set of all timed words
accepted b is the (timed) language of, denoted(A).

The untimed language of, denotedUnt(A) isUnt(L(A)).

A states of A is callednon-Zenaif for all ¢ € R there
exists a rurv starting ats such thatTime(tw(o)) > t. A
is called non-Zeno if all its reachable states are non-Zeno.
Non-Zenoness means thatcannot “block time”. Note that
this does not mean that all runs dflet time progress (i.e.,
are non-Zeno) but rather that there is always the posgibilit
of letting time progress.

Given two timed automata A;
(£1,Q1, Q. Q. X1, 11, E1)  and Ay
(X2,Q2,QY, Q%,XQ, 15, E5), the parallel composition
of A; and A, denotedA,||A,, is the timed automaton
A=(%,Q,Q° Q7, X, I, E) defined as follows

—5 e

o X =3 UDs.

Q=1 x Q2 Q" =Qf x Q3andQ’ = Qf x Q.
e X = X UXos.

I(q1,q2) = I(q1) N 1(g2)-

e F contains the following transitions:

— For eacha € %) N X, if (q1,41,a,91,71) €
El and (%7%7%92772) S E2 then e

((QD Q2)7 (QianQ)a a, gi A\ 92,71 U TQ) S E. That
is, the two automata synchronize & N 3.

— For eachu € 1 \ %o, if (q1,4¢},a,91,71) € E
thene = ((QI7QQ)7 (qllaq2)7a'aglarl) S E.

1we assume neithéZ; nor X, contains the silent action.



— Foreachu € 35\ X4, if (g2, 45, a,92,72) € Es
thene = ((QI»Q2)7 (qlaqé)7a’gQ’T2) €L.

It can be checked thdi(A;||A2) = L(A1)||L(A2).

3 Monitoring

3.1 Digital-clock automata: models of

digital clocks

A digital-clock automaton(DC-automatonfor short)
A is a non-Zeno timed automatddtick}, @, Q°, Q'
Q,X,I,FE). Thetick event is a special event representing
one “tick” of the digital clock.

The idea of using timed automata to model digital clocks

3.3 Soundness of digital-clock monitors

The monitor is supposed to check conformance to a spec-
ification. The latter is modeled as a timed automataover
¥ D ¥,. A crucial property for monitors isoundnessif
p is a behavior inL(A), then the monitor should not re-
ject it (i.e, announce non-conformance whereas the timed
word is conform). A first attempt to capture soundness for
digital-clock monitors is given by the definition below. The
definition can be read as follows: ‘ifis a timed word of the
specificationL(A), then the untimed observable version of
p must be accepted by the digital-clock monitemwhen the
latter executes in parallel with the digital clock autonmato
ADCH.
Definition 1 (A first attempt to define soundness)Given
a timed automatom, a digital-clock automatom - and

has been introduced in [8] where it has been used for real-3 monitor D, we define the predicateund; as follows:

time testing. The idea has also been used in [1] for imple-

mentation of timed automata.

To illustrate the concept, we borrow some examples of
digital-clock automata from the above works. These are

shown in Figure 2.4}, models a perfectly periodic dig-
ital clock with periodl. A% (¢) is an automaton param-
eterized bye, and models a clock with non-perfect period
1 + €. In this model errors may accumulate, so that the
i-th tick of the clock may occur anywhere in the interval
(1 —e€)i, (1 + €)i]. A% (e) models a more restricted be-
havior where errors do not accumulate: iké tick occurs

in the interval[i — ¢, + €, for all .

3.2 Digital-clock monitors

LetX, be afinite alphabet such thatk ¢ ¥,. A digital-
clock monitorover alphabet, is a functionD : (3, U
{tick})* — {0,1}. The untimed language db is defined
asUnt(D) = {r € (£,U{tick})* | D(w) = 1}. The timed
language o is defined ad.(D) = Unt™ ' (Unt(D)).

Digital-clock monitors accept or reject untimed words
in (3, U {tick})*. Such words represent observations that
the monitor receives during its execution.

by the monitored plant; and (kjck events received by
the (digital) clock of the system (i.e., computer) where the
monitor executes. More precisely, 4fis a timed behav-
ior generated by the system under observation, andisf

a timed behavior generated by the digital clock, then
receives an untimed observation Ik, (Unt(p||o)). In-
deed, ) € p|lo is a timed behavior corresponding to
some (non-deterministically chosen) interleavingoadnd

These obser-
vations are sequences of: (a) observable events receive

soundl(A, Apc, D) = HEO(L(A)) - HZO(L(D)HL(Apc))

This definition is not satisfactory as demonstrated by the
following example:

Example 1 LetX, =¥ = {a}, L(A) ={2-a-t |t € R}
(i.e.,a occurs attime 2) and.(Apc) = {t1 - tick-t5 | 1 €
{1,3},t2 € R} i.e. tick occurs either at time 1 or at time
3). Consider the monitob such thatUnt(D) = {tick - a}.
We claim thatD is sound, according to predicat®und;.
Indeed,L(D) = {t; - tick -t - a - t5 | t; € R}. Thus,
L(D)||L(Apc) = {t1 -tick-ta-a-t3 | t; € {1,3},t3 € R}
and HEO(L(D)HL(ADCV)) = {tl R A | t1 €
{173},t27t3 € R} = {tl ca-to | t1 > 1,ts € R} (i.e.,a
occurs at some point later than timg. Therefore, we have
Iy, (L(A)) C IIg, (L(D)||L(Apc)), as required by pred-
icatesound;. However, the above monitor does not conform
to our intuition of soundness (page 4). Indeed, consider the
timed word ofApc, pa,. = 3 - tick. Executed together
with the only timed word ofd, p = 2 - q, this produces
the the untimed digital observatidy,, (Unt(p||pape)) =
{a - tick}. The monitorD rejects it whereas it should have
accepted it if it were “sound” as stated p. 4. Note also that
(tﬂ;ikingrtick for pa,. leads the monitor to accept= 2-a:

is lights on why sounddoes not capture what we want.

Actually the definition ofsound captures the following
fact: whenever a timed worgd is in L, there is a behavior
of Apc that generatesick so that the digital monitor will
accept the untimed digital behavior. This means that if we
have a timed automataot - that generates a unique timed
word, sound would be sufficient. But of course, we want
to model non deterministic and drifting clocks and the pre-

o. m = IIy_(Unt(p)) is the observation received by the vious definition is not what we are looking for. We want our
monitor whenp’ occurs: real-time delays and unobservable digital monitor to be robust against the disturbances gener
events are removed fropi in order to obtainr. ated by the digital clock,e. that for any of its timed words,



tick tick

r=1 l—e<ax<1+4e¢
z:=0 x:=0 tick tick
Q l—-e<zx<1 i 0<zx<e
— 0 —>0 ./\./_\.
\—/\/
<1 r<1-+e¢ r<1 <1 r<e
e,2x=1,2:= e,x=1;,x:=
AIDC AQDC(E) A?bc(G)

Figure 2. Digital-clock Automata

the monitor has a constant answer (in case of acceptance)Problem 1 (A first attempt to define a monitoring problem)
To remedy this problem, we providerabustdefinition of Given a timed automatoA and a digital-clock automaton
soundness. Apc, synthesize a monitdp such thasound(A, Apc, D).

Definition 2 (Robust definition of soundness)Given  a
timed automatom, a digital-clock automatom - and a
monitor D, we define the predicateund as follows:

This problem, however, has a trivial solution, namely, the
monitor that accepts all behaviord)(¢) = 1 for all o.
Therefore, we need to find some way to exclude such triv-
sound(A, Ape, D) = ial monitors. We do this by introducing, in trle secEion

, , that follows, orders that allow us to speak of “better” or
Vp € L(A).¥p' € L(Apc)dls, (Unt(pllp')) S Unt(D)  wyorse” monitors, and also to synthesiaptimal monitors

This definition states precisely what we want, namely, that w.r.t. those orders.

for any behaviorp which conforms to the specification
A, and for any possible behavigr of the digital clock, 3.4 Orders on monitors
the monitorD will accept any observation resulting from
these two behaviors. It can be shown thatnd is strictly Our aim is to synthesize “optimal” monitors. For this, we
stronger thasound;. need to introduce an order which captures that a monitor is
“better” than another monitor. We explore some possible
orders in this section.

A first possible choice is to compare the languages

Proposition 1 For any timed automatod, for any digital-
clock automatom p¢ such thatl.(Apc) # 0, and for any

monitor ) accepted by the monitors using standard subset relation.
sound(A, Apc, D) = soundy (A, Apc, D). Given two monitorsD andD’,
The following results are immediate consequences of Def- D C D' = Unt(D) C Unt(D’).

inition 2: the first one that if a monitor is sound for a cer-

tain digital-clock then it remains sound for a “more deter- Notice that this order is independent of the “applicatiam” i
ministic” digital-clock; the second one that a sound manito question, namely, the specificatiehand the digital clock
should at least accept the untimed language of the productdpc. We proceed by defining an alternative order which
of AandApc. depends ol andApc.

_ o We defineD <4-Avc D' ff for any p € L(A) and any
Lemma 1 For any timed automatod and digital-clock ;¢ 1,(4,), we have

automatadl, . and A%, and for any monitoD

sound(A, Apc, D) A L(Abe) € L(Ape) =

s, (Unt(p||o)) NUnt(D') = 0 =
sound(A, A3, D). ?

I, (Unt(pl|o) N Unt(D) =

Lemma 2 Let D be such thasound(A, Apc, D). Then TheT above fprmula states that an .observatiorj rejected by
I, (Unt(L(A||Apc))) € Unt(D). D’ is also rejected by, provided this observation can be

’ generated by some behaviepf A and some behaviar of
Now that we have a definition of sound digital-clock moni- Apc.
tors, it appears straightforward to define the following mon It can be easily shown thatid C D’ then for anyA4 and
itoring problem. Ape, D <AApc D,



Definition 3 (Minimal and optimal monitors) LetD be a Remark 1 Proposition 3 does not hold for predicate
class of monitors and lek be a partial order onD. A sound;. Indeed, consider the monitdp described in Ex-

monitor D € D is said to beminimal in the clas$D with ample 1, which is sound w.r.tound;. We haveL(D,) =
respect to ordex if it is a minimal element of D, <). D is {tick-a, a-tick}, wheread, (D) = {tick-a}. Thus,D C Dy,
calledoptimalif it is the (unique) least element (D, <). which means thab, is not optimal w.r.t.C andsound; .
Problem 2 (Optimal digital-clock monitoring problem) Remark 2 The automatom, described above can be de-

Given a timed aUtOTitOM, a digital-clock automaton  terminised using the usual subsets construction. This way,
Apc, and <€ {C,<%4rc}, check whether there exists D is just a Moore version ofi, where the final states of

and synthesize a monitdp such thatsound(A, Apc, D) Ay are labeled withl and the other states with
and D is minimal or optimal with respect te.

3.5 Sound and optimal monitors 4 Faultdiagnosis

We now present a solution to the optimal digital-clock ~ The fault-diagnosis problem has been introduced and
monitoring problem, namely, we show how to construct a studied in the untimed setting of discrete-event systems
monitor which is sound (with respect to teeund predi- N [10] and extended to the timed automata setting with
cate) and also optimal with respect to any of the orders in- analog-clock(i.e., infinite-precision) diagnosers in [11].
troduced above. Here, we study the problem in the timed automata setting

Consider a timed automatas and a digital-clock au- ~ Put with digital-clock diagnosers. o
tomatonA . Define the automator, to be a finite state Fault diagnosis is similar to monitoring. The main differ-
automaton that accepts the languaie (Unt(A||Apc)). ences are two. First, the plant under observation is not en-

model contains unobservable actions. Some of these unob-

1. Construct the pacallel produgt’ — f}”A.DC' The fi-  servable actions model faults that may occur in the plant.
nal locations ofA" are the pairgl,l) with I a final  The goal of the diagnoser is to detect whether a fault has
location of A. occurred and, in the case where there are many different

2. Build an abstract graph, that preserves the untimed types of faults, to identify which fault occurred. The sedon
language ofd’. A, can be theegion graph[2], the difference with monitoring is that the diagnoser must an-
time-abstracting bisimulation grapfi2], or thezone nounce a fault within a bounded, albeitknown a-priorj
graph[4, 13] of A’. These graphs are finite-state au- delay after the fault occurred. Thus, the plant is supposed
tomata. Their transitions are labeled with letters in tO continue execution forever, and the diagnoser’s task is t
S U{tick}. Inthe case of the region or time-abstracting detect faults if possible, and as soon as possible.
bisimulation graphs, some transitions are labeled with ~ These two differences imply that, contrary to monitor-
¢, a special label denoting the passage of time. Eaching. synthesis of a diagnoser is not always possible. This
state ofA, is labeled with a location of timed automa- 1S the case when the plant contains two distinct behaviors,
ton A’. The final states ofl, are the states labeled by One faulty and the other non-faulty, which produce the same
a final location of4’ . observation as far as the diagnoser is concerned. That, the

first task is to checkliagnosability that is, the existence of

3. Replace all labels it — X, by e. This gives the pro- 5 diagnoser. If diagnosability holds, then a diagnoser ean b

jection ontoX,,. synthesized.
We define the digital monitaby as follows: Do (u) = 1 iff _ For simplicity, we are going to consider '_[he case of a
uis accepted byl,. A property of the region automato, single type of faults. The results can be easily extended to

isthatu € L(Ap) < Jp € L(A') s.t. Iy, (Unt(p)) = u. It the case of multiple different types of faults.

is then easy to prove that:
" . 4.1 Digital-clock di
Proposition 2 (Soundness)For any timed automatom, 1gital-clock claghosers

for any digital-clock automatori pc, The plant is modeled as a timed automatdnover

sound(A, Apc, Do). ¥ =%,U{r, f}, wherer, f £ ¥,: 7 models unobservable
events which are not faultg; models the faults, which are
also unobservabler, models the observable events. We
assume that all locations of are accepting. That is, the

Proposition 3 (Optimality) Consider a timed automaton
A and a digital-clock automatod . Let D be a mon-
itor such thatsound(A, Apc, D). Then

AAp 2 better term would be fautietection but we use the term introduced
Do € DandDy <*4P¢ D in [10] for reasons of tradition.



language ofd is prefix-closed. This is in accordance with tick;zx=p,2:=0

the interpretation given above, namely, that the plant is ex -
pected to continue execution and the objective is to detect T=p
faults after some bounded delay.

Let p be a timed word i~ UR)*. p is said to benon- Figure 3. The digital-clock A7, a perfectly
faultyif the letter f does not appear ip, thatis,I1 s (p) = periodic clock with period p.
Time(p). Otherwisey is said to beaulty. Let A € N. pis
said to beA-faulty if there existp; € (X \ {f})* andp; €
(BUR)" suchthap = py - f - p; andTime(ps) > A. That Consider the digital-clock automato?,, shown in
is, if p is A-faulty then at Ie_asA tlmg units have elapsed Figure 3. A? ., is a generalization of automatoft,, of
after the occurrence of the first fault in Figure 2. AY, . models a perfectly-periodic clock with pe-

- . ) riod p. We say thatd is p-diagnosableiff A is A%, -
Definition 4 (Digital-clock diagnoser) Let Apc be a  gjagnosable. The lemma below states that a periodic clock
digital-clock automaton and led € N. A (Apc,A)-  that “ticks” k times faster than another clock is better for
diagnoser ford is a total function diagnosability, that is, if diagnosability holds for thewker

i clock it will also hold for the fast clock.
D : (%, U{tick})* — {0,1}
Lemma 4 Consider the digital-clock automatom’,.
such that: shown in Figure 3. For any timed automatoh for any
p1,p2, If p1 = k- py for somek € N, and A is p;-

/ H *
o foranym,«’ € (%, U {tick})", diagnosable, thenl is alsop,-diagnosable.

if D(r) =1thenD(7-7') =1, and

e foranyp € L(A) and anyo € L(Apc), With these definitions, we can define a set of problems.

if Time(p) = Time(), then Problem 3 (Ap¢, A)-diagnosability problem) Given
A, Apc, A, check whether there exists @Apc, A)-

— if pis non-faulty then diagnoser forA.

v € IIg, (Unt(p||o)).D(7) = 0,

— if pis A-faulty then Problem 4 (A p-diagnosability problem) Given
v € Ils, (Unt(pllo)).D(r) = 1. A, Apc, check whether there exist& such that there
exists a(Apc, A)-diagnoser forA.
In other words, a(Apc,A)-diagnoser must announce 0 ) - )
(i.e., “no fault detected”) for any behavior thatis nonifgu ~ Problem 5 (Diagnosability problem) Given A, check
no matter what the behavior of the digital clock is: this is Whether there existipc and A such that there exists a
a soundness requirement. On the other har{di -, A)- (Apc, A)-diagnoser forA.
diagnoser must announce 1 (i.e., “fault detected”) for any
behavior that is faulty, provided at lea&ttime units have
elapsed after the first fault: this is a liveness requirement
No requirement is made for faulty behaviors where less than
A time units have elapsed after the fault. However, the first
requirement ensures that the diagnoser does not “change its
mind” once it has announced a fault. - o -
A is said to be(Apc, A)-diagnosableif there exists Prop05|t|on_4 (Nece;_sary and sufﬂment condition for
a (Apc,A)-diagnoser forA. A is said to beApc- (Apc, A)—dlagqosablllty) Let A be any timed automaton,
diagnosabléf there existsA € N such thatd is (Apc, A)- let Apc be a digital-clock automaton and lex € N. A
diagnosable. A is said to bedigital-clock diagnosablef is (Apc, A)-diagnosable iff for all non-faulty < L(A),
there existsA p¢ such thatd is A p-diagnosable. A-faulty p" € L(A), 0,0" € L(Apc) the following holds:
The following result is the counterpart of Lemma 1 for di-
agnosis, and the proof is straightforward.

In each of the problems above, in the case where a diag-
noser exists, we would also like to synthesize one.

4.2 Solution to the (Apc, A)-diagnosability
problem

(Time(p) = Time(o) A Time(p') = Time(c”))

=
Lemma 3 For any timed automato, for any digital- ITs, (Unt(p||o)) N 1Ig, (Unt(p'||0”)) = 0
clock automatad},, and A%, for any Ay, Ao, if D is
a (AL, Aq)-diagnoser forA, L(A%.) € L(Ah.) and We now present an algorithmic method to check the

Ay > Ay, thenD is also a(AQDC,Ag)-diagnoser forA. necessary and sufficient condition given above. First, let



f / 4.3 Solution to the Apc-diagnosability

fiz2:=0 Q > A O problem

—>0 > @ > bad

The above algorithm works for a giveh. However, as
Figure 4. Observer automaton Obs(A). mentioned in the introductiom) is a-priori unknown. In
this section, we show how to checkp-diagnosability,
whereA is unknown. To do this, we need some definitions
Obs(A) be the timed automaton of Figure 4. It is an au- first.

tomaton parameterized ky and the accepting statebad An infinite timed word oveiX is an infinite sequence of

Second, letA = (%,Q,q,Q,X,I,E). We define the delays inR and letters in: p € (X UR)“. Every such

timed automatom ; over¥. as follows: sequence can be put in a canonical form where delays and
letters alternatep = tg - ay - t1 - as - to---. Terminol-

1. the locations ofi; are{qs [q € Q} U {q-y |q € Q}; ogy and operators that we introduced for finite words can
LetQ; be the set of non-faulty locationg/locations)  pe extended to infinite words in a straightforward way. For
and@- be the set of non-faulty locationg(; loca- jnstance, we can speak about faulty infinite timed words, if
tions). The idea is that locations @ encode the fact ¢ appears in them. We can also extend the projection and
that a fault has occurred. The initial locations 4f untiming operators.
are the non-faulty locations. The accepting locations  Consider a timed automatoh An infinite run of4 is an
of Ay are the faulty locations. infinite sequence of transitions,= sy % s; 2 ) 3 ..+,

such that every finite prefix af is a run ofA ands is an

2. the setof clocks ofly is X initial state ofA. The run is called non-Zeno ¥, ¢; = cc.

The run is called accepting if it visits accepting locations

3. the initial state ofA ¢ is g y; infinitely often. The set of all infinite timed words corre-

sponding to infinite, non-Zeno, accepting runs/Afs de-
4. the transition function is defined as follows: for each notedr>°(4).

edge(q,¢',a,9,7) € E with a # f we create two
edges indy, (¢7.4},a,9,7) and(q-¢,q" s, a,g,7). If Proposition 6 (Necessary and sufficient condition for
a = f we creatg(qy, q}, f,g,7) and (qﬁf,q}, a,g,r) Apc-diagnosability) Let A be a non-Zeno timed automa-

(the target location must be a faulty location); ton and letAp be a digital-clock automatond is Apc-
diagnosable iff there do not exigt o/ € L*°(A) and
5. the invariant ofd ; for g, is the same as farin A. 0,0 € L (Apc) such that the following hold:
Third, let P = (A4||Obs(A))||Apc. Thatis,P is the par- e pis faulty andy’ is non-faulty,
allel composition ofA , Obs(A) andApc, whereA; and o IIs, (Unt(p||o)) N s, (Unt(p'||0")) # 0.
Obs(A) synchronize on th¢ label, while all three automata
synchronize on the passage of tinfeaccepts all the inter- As previously, the above necessary and sufficient condi-
leavings of (1)A-faulty timed words of4 and (2) timed  tion serves as the basis for an algorithm. Pet A¢||Apc
words of Apc. andP’ = A-¢||Apc, whereA; and A-; are constructed

Fourth, letA_; be a copy ofd with all f-labeled transitions @S described above.
removed. Finally, let”’ = A_¢||Apc. P’ accepts all the
interleavings of (1) non faulty timed words of and (2)
timed words ofAp¢.

Proposition 7 A is Apc-diagnosable iff
Iy, (Unt(L>°(P))) N1y, (Unt(L>(P"))) = 0.

The condition of Proposition 7 can be checked algorith-
Proposition 5 A is (Apc, A)-diagnosable iff  mically, using a similar method as the one for checking the

IIs;, (Unt(P)) N1y, (Unt(P")) = 0. condition of Proposition 5.

The condition of Proposition 5 can be checked algorith- 4.4 On the existence of digital-clock diag-
mically. IndeedUnt(P) andUnt(P’) are regular languages nosers
accepted by finite-state automata which can be constructed
as explained in subsection 3.5. The projectibn (L) of To illustrate the interest of Problem 5, consider the timed
a regular languagé is regular and it is accepted by an au- automaton shown in Figure 5. This automaton is diagnos-
tomaton obtained from the automaton acceptingy re- able in the sense of [11], that is, with analog clock diag-

placingr and f labels bye. nosers. Indeed, the diagnoser expects occur at most 1



r>1 a We do not know whether Problem 5 is decidable. In the
f Q @ rest of this section, we provide a sufficient condition for
existence of digital-clock diagnosers.
N r<1 Consider a TA4A and letp, p’ € L>®(A). LetIly (p) =
z:=0 to-ay-t1-ag-to--- andlly (p') =ty -ay -t -ah-th---.
T a Supposelly, (Unt(p)) = Iy, (Unt(p')), that is,a; =
%Q%Q ay,a; = ah,.... Letdate(i,p) denote the absolute time
r<1 that the observable event occurs, that isdate(i, p) =
- > k=0, i1tk Similarly, date(i,p') = > ;i1
Givene > 0, we define the following predicate:

Figure 5. A plant which is not digital-clock di-
agnosable. closec(p, p') = Vi . |date(a;, p) — date(a;, p')| <e.  (3)

That is,close.(p, p’) holds iff the corresponding observable
events inp and p’ are not separated by more tharime

time unit after the beginning of operation. If it does nog th units

diagnoser is certain that a fault has occurred. Notice that,

since the diagnoser is analog-clock, it can distinguish be-proposition 9 (Sufficient condition for digital-clock di-
tween any two observatiorts - a andt; - a, wheret; < 1 agnosability) A is digital-clock-diagnosable if the follow-

and¢; > 1, no matter how close, andi; are. The first  ing condition holds: there exists € R, ¢ > 0, such that
observation is the result of a non-faulty behavior, whereasfgr gJ| p,p € L>®(A), if p is non-faulty,p’ is non-faulty

the second observation is the result of a faulty behavior.  andITy, (Unt(p)) = Iy, (Unt(p')), then—close.(p, p'). In
particular, A is 5-diagnosable.

Proposition 8 The timed automaton shown in Figure 5 is
not digital-clock diagnosable. If the condition of Proposition 9 is true, then “sampling”

with a period$ is sufficient to diagnosd. Intuitively, this
Proof: Let A > 2. Consider a digital-clock automaton is because for every two behaviors that yield identical ob-
Apc and letp’ € L(Apc) such thafTime(p') = A. Let servations ork,, there will be atick that “separates” the
n be the number ofick events appearing ip’ until time 1 observable events in the two behaviors, thus allowing to dis
(including time 1) and letn be the number ofick events  tinguish them.
appearing i’ strictly later than time 1. There are two cases ~ 1he condition of Proposition 9 is sufficient but not nec-

to consider: eithem = 0, that is, natick appears after time ~ €ssary. Indeed, consider the example of Figure 6, which is
1inp’; orm > 0. a slight modification of the example of Figure 5. This au-

In the casen = 0, we sett’ = 1.5. In the casen > 0, tomaton is digital-clock diagnosable: it suffices to take a

lett > 1 be the first moment after timethat atick event ~ digital-clock that producesick at time 1. Then, if - tick
appears i’ and letl < ¢’ < ¢. Consider the following two 1S observed, the diagnoser knows that no fault occurred; if

behaviors of the timed automaton of Figure 5: tick - a is observed, a fault occurred. However, the condi-
tion of Proposition 9 does not hold for this example. In-
o= t-f-a A, (1) deed, for any > 0, we can takep = 7- (1 — §) - @ and
I — f. €Y. /
by = 1-7-a-A @) p'=f-(1+5)-a,suchthatlose.(p, o).
We claim that: 5 Conclusions and perspectives
tick” - a - tick™ € IIx_(Unt(p1]|p")) N1, (Unt(p2]|p’)).
It is clear thattick” - a - tick™ € IIx_(Unt(p1]|p)). Itis We have studied monitoring and fault-diagnosis prob-
also true thatick™ - a - tick™ € IIy, (Unt(p2]||p’)). Indeed, lems for real-time systems, where observers only have ac-

even if then-th tick occurs exactly at time 1, the semantics cess to digital (i.e., finite-precision) clocks. We have-pre
of || are such that both interleavings tick andtick - a are sented a framework where digital clocks are modeled as
included. timed automata, and so are specifications (for monitoring)
The point is that the digital-clock diagnoser cannot tell or plants (for fault-diagnosis). We have shown how sound
whethera occurred exactly at time 1 or at time strictly and optimal monitors can be automatically synthesized,
greater than 1, that is, it cannot distinguish betwegand given specification and digital-clock models. We have also
p2. Thus, according to Proposition 4, the timed automaton shown how to check diagnosability and, in case it holds,
of Figure 5 is no{ Ap¢, A)-diagnosable. [ | automatically synthesize a diagnoser, for given plant and
digital-clock models. Finally, we have shown that there are
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f>1 O—2-0)

— r<l1
xz:=0
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Figure 6. The condition of Proposition 9is not
necessary for digital-clock diagnosability.

cases where no digital clock, no matter how precise, can be

[11] S. Tripakis. Fault diagnosis for timed automata. For-
mal Techniques in Real Time and Fault Tolerant Systems
(FTRTFT’02) volume 2469 oLNCS Springer, 2002.

[12] S. Tripakis and S. Yovine. Analysis of timed systems using
time-abstracting bisimulationsFormal Methods in System
Design 18(1):25-68, January 2001.

[13] S. Tripakis, S. Yovine, and A. Bouajjani. Checking timed
Buchi automata emptiness efficientlyrormal Methods in
System Desigr26(3):267—-292, May 2005.

used to diagnose a plant, even though the latter is diagnos-

able with an analog-clock.

An interesting question remains, namely, whether the
problem of checking existence of such a digital clock is de-
cidable. Another research direction is to study controller
synthesis with digital-clock controllers.
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